Fractal Presentation 

Definition 

Fractal: 

Fractals are another class of probabilistic systems that maintain a context.  Fractals are primarily used in computer graphics in order to translate the natural curves of an object into mathematical formulas.  Later in a discussion of several algorithms, we will see how graphics, shapes are used and mathematically manipulated by a given sequence.  
Three major aspects of fractals:

· Fractal noise 

· Self-similarity 

Fractals are referred to in terms of noise.   1/fg is the fractal noises spectrum where f is the frequency and 0<= g <= 2

When g is 0, also called white noise, all frequencies are heard.

When g is 1, also called pure noise, we can observe the concept of self-similarity.

Self-Similarity 

In a self-similarity sequence, the pattern of the small details matches the pattern of the larger forms, but on a different scale (Roads, 881) 
Self-Similarity of pure 1/f noise 

Sequences generated by a pure 1/f noise algorithm correlate logarithmically.  In other words, the average activity of the last ten events has as much influence on the current value as the last hundred events and the last thousand (using logarithms of ten).

Real life examples of self-similarity:
Walking 

Walking is a specific pattern of alternating steps.  Left leg up, right leg down, left leg down positioned at a distance which is farther than the right leg.  This pattern continues.  Although we use walking to get to different places at different distances, this pattern is always used.  

Sierpinski Triangle: http://www.vanderbilt.edu/AnS/psychology/cogsci/chaos/workshop/Fractals.html

Both of these algorithms are created deterministically rather than randomly

Why?

The Sierpinski Triangle


Cantor Dust 
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The Sierpinski Triangle

The Sierpinski triangle S may also be constructed using a deterministic rather than a random algorithm.

 [image: image3.png]



Why is this algorithm deterministic?

Czerwinski’s triangles are deterministic because triangles are not randomly created.  The midpoints of each triangle is used to create another triangle which is removed from the larger one.  

Cantor Dust 
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Cantor Dust is also an example of deterministic self-similarity.  The middle third of each line is removed.

How can cantor dust be applied to music?

Each line can be thought of as a phrase, where the middle third of the phrase is removed. 

Program Implementation and overview: 

Write on board – Assumptions: 

odd, remove 1 or 3 middle notes

even, remove 2 middle notes 

play piece thorough explanation  

Fractal Identifiers provided by Key Kit

fracdemo.k can be 
found in library file


# example code to post to keykit mailing list


function afractal(p) {
# do your "fractal algorithm" here

    p.pitch = p.pitch + rand(10)-5            return(p)

    }


function amelody(n) {

    r = ''        # Start with an empty phrase.

    p = 'a'       # Set initial note, default duration is 1b, though you

    p.dur = 1b    # can set its duration explicitly.

    for ( i=0; i<n; i++ ) {

        p = afractal(p)     # generate new note

        r += p              # append it to the phrase we're constructing

    }

    return(r)

}


Is this program an example of self-similarity?
If so, why?
Changes pitch of note





Initialization








